Learning to Paraphrase: Using Paraphrase Detection of Spoken Utterances to Predict Learner Expertise

Abstract

Predicting student knowledge from text has become an increasingly common for automatic grading and assessment. Much of this work, however, hinges on natural language processing techniques that tend to neglect the relative locations of individual words by using a bag of words model. Instead of using this technique we segment text into a bag of utterances. We then use those utterances to examine the extent to which individuals of different levels of expertise paraphrase one another. Results indicate clear distinctions among paraphrase frequencies of the different levels of expertise. Furthermore, results suggest that experts and novices have many of the same intuitions, but that the expert’s knowledge is more accurately applied.

Introduction

Predicting student knowledge from written text has become an increasingly prevalent approach for automatically grading student essays and, occasionally, student speech. Much of this work, however, hinges on natural language processing techniques that tend to neglect the relative locations of individual words by using a bag of words model. Using such an approach overlooks the rich contextual information that can be gleaned from studying the student’s work in a more complete form. In order to better utilize this contextual information we use a technique that looks at similarity of student statements at the utterance or sentence level. This is to say that instead of breaking up a student’s work into a bag of words, we segment their work into a bag of sentences. In this paper we describe how to use an advanced technique from machine learning and natural language processing, in order to map students utterances into a vector space mapping that can be used to identify similarities in student’s work. More importantly we show how identifying utterance similarity across levels of expertise demonstrates meaningful underlying differences in the intuitions that students have about designing. Accordingly, in this paper we will present a summary of the data, methodology and results concerning of our work. Furthermore we will highlight the implications that this work may have on using advanced machine learning and natural language processing techniques for predicting and understanding student cognition and expertise, as well as opportunities to use these forms of analysis for scalable analysis of non-traditional, process-oriented data.

Theoretical Framework

This work is informed by diSessa’s (2002) ecology of conceptual change. In his work he describes how students’ intuitions from the physical world are often times evidenced in their verbal descriptions of concepts in science, technology, engineering and mathematics. Furthermore, his knowledge in pieces framework can be utilized for understanding how novices transition from being a novice to being an expert. Based on his work, becoming an expert is not necessarily about replacing previous intuitions and
knowledge, but is, instead, about better understanding when to apply those intuitions, and how to connect them.

In terms of analytical techniques, this work follows in the tradition of a variety of text-based analytics techniques including: discourse analysis (Litman et al 2009, Forbes-Riley et al 2009), content word extraction (Chi et al 2010, Purandare and Litman 2008, Litman et al 2009), sentiment analysis (Craig et al 2008, D’Mello et al 2008, Conati 2009), linguistic analysis (Litman et al 2009, Forbes-Riley and Litman 2010) and automatic essay grading (Chen et al 2010, Rus et al 2009). However, we extend text analytics to a far more complex and higher dimensional space that permits more contextual analysis of the data.

**Methods**

The data for this study comes from interviews with 18 students from a tier-1 research university. Of the 18 students, 8 were women, 10 were men; 10 were from technical majors, 3 were undergraduates, and 15 were graduate students. There were 3 novices, 9 intermediates, and 6 experts and each interview took approximately 30 minutes. Participants were asked to draw and think aloud (Ericsson and Simon 1980) about how to build various electronic and mechanical devices. The questions were posed in a semi-structured clinical interview format. The main question challenged the student to design a device that could automatically separate, glass, paper, plastic and metal.

The data consisted of audio files, transcriptions of the interviews, and digitized drawings that the students produced during the interview. For the purposes of this paper, we will only be used the transcriptions.

Prior to the interviews, the subjects were labeled as being experts, intermediates or novices in engineering and robotics. This classification was based on previous formal technical training either through a degree program or through a lab course on physical computing. This classification is in accordance with theory that suggests that experts are those that have had extended time practicing their skill (Ericsson, Krampe and Tesch-Romer 1993).

**Data Analysis**

Transcripts were automatically segmented into individual utterances using a sentence segmentation algorithm in the Natural Language Toolkit (NLTK). They were then subjected to dependency parsing (Klein & Manning 2003) before being passed into a recursive auto-encoder (a type of machine learning algorithm that is based on neural networks). The recursive auto-encoder mapped each sentence into a complex vector space of 100 dimensions (Socher et al 2011). Using this vector space representation of each sentence we computed similarity scores between all utterances in the transcript. Similarity scoring was done using both Euclidean distance and Cosine distance. A given utterance was matched with its closest paraphrase if both the Euclidean distance and Cosine distance metrics identified the same utterance as being the closest. Use of two distance metrics was done to put a lower bound on the quality of the paraphrase. Finally, after we matched each utterance with its closest paraphrase, we computed the relative probability with which utterances from novices, intermediates and experts mapped to one another. In the following section we describe the results of this analysis.
Results

The primary result of this study can be seen in Table 1, which reports the relative probability with which individuals of different levels of expertise paraphrased one another. Recall that the probabilities that we report are for the level of expertise associated with the most similar paraphrase for a given utterance. So, to understand the table, one can read across the top row and observe that comments made by novices will most closely match an utterance by another novice 28.9% of the time; most closely match an intermediate’s utterance 45.8% of the time; and most closely match an expert’s utterance 25.3% of the time. One will note that the sum of the probabilities for each row is one. Additionally, one should realize that the table is not symmetric because while a given utterance, X, by a novice may be most closely paraphrased by an utterance, Y, by an intermediate, the closest paraphrase for Y, may in fact be some other utterance Z.

<table>
<thead>
<tr>
<th>Expertise</th>
<th>Novice</th>
<th>Intermediate</th>
<th>Expert</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novice</td>
<td>0.289</td>
<td>0.458</td>
<td>0.253</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.268</td>
<td>0.503</td>
<td>0.228</td>
</tr>
<tr>
<td>Expert</td>
<td>0.081</td>
<td>0.369</td>
<td>0.551</td>
</tr>
</tbody>
</table>

Discussion

While Table 1 is relatively small in terms of size, the numbers reported represent a number of key concepts from the learning sciences literature. First of all, the reader notes that a novice was more likely to paraphrase an intermediate than they were to paraphrase another novice. This points to the idea that novices tend to possess a broad range of knowledge, that may not always be consistent across all novices. Nonetheless, the ideas expressed by novices appear to be a part of the larger body of knowledge that both intermediates and experts draw upon. That said, there is a distinction between the knowledge of novices and experts as evidenced in the fact that novices are more likely to paraphrase other novices than an expert.

Among intermediates and experts we see that knowledge, in the form of utterances, follows the ideas of shared referentials (Heath, 2012). More specifically, it is clear that intermediates are most likely to paraphrase other intermediates and experts are most likely to paraphrase other experts. According to Heath (2012), diSessa (2002), and Wenger (1999), as people become more experienced within a domain or community of practice they begin to utilize similar references, intuitions and ideas. They employ a shared body of knowledge, and this is, in part, what defines a community. This is directly observed in the paraphrase based analysis that we completed with this study.

Looking forward, we see a number of potential opportunities to expand and develop this work. First, we think that this work may help motivate more automated analysis of student utterances. More specifically, we envision both supervised and unsupervised machine learning algorithm that can be used to study comparisons between utterances of students. For example, one can consider using the
technique in this paper on unlabeled, and then automate the process of finding the correct distribution of paraphrases in order to fit the expected model.

Additionally, we plan to expand our analysis to also look at other engineering design tasks, as well as explore verbal data derived from students as they are physically building. Finally, we will do some human analysis of the paraphrase results in order to validate that the paraphrases that were identified using the combined recursive auto-encoder and dependency parser yielded accurate results.

Conclusion

In this paper we have presented a technique for comparing utterances between students of differing level of expertise. This technique has been adapted from machine learning and natural language processing for looking at student language beyond the traditional bag of words approach. In so doing we identified that this analysis mirrored previous work on expertise by diSessa (2002), Heath (2012) and others. To this effect we found that novices tend to reference a broad set of intuitions, ideas and utterances, a number of which are shared by intermediates and experts. In the same way we observed that both intermediates and experts tend to converge towards shared sets of utterances that are closer to other individuals of similar expertise, as opposed to being most similar to individuals of different levels of expertise. Ultimately we have undertaken this work with the hope of further motivating the use of advanced computational techniques that can provide meaningful analysis of non-traditional data. Moreover, by using these advanced techniques we believe that we can begin to transform the types of scalable assessments being used in today’s varied learning environments, since we see these changes in assessments may be a way to create more equitable learning opportunities for the population at large.
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